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We study matrix element fluctuations of the two-body screened Coulomb interaction and of the one-body
surface-charge potential in ballistic quantum dots. For chaotic dots, we use a normalized random wave model
to obtain analytic expansions for matrix element variances and covariances in the limit of large kL �where k is
the Fermi wave number and L is the linear size of the dot�. These leading-order analytical results are compared
with exact numerical results. Both two-body and one-body matrix elements are shown to follow non-Gaussian
distributions, in spite of the Gaussian random nature of the single-electron wave functions.
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I. INTRODUCTION

There has been much interest in the properties of quantum
dots whose single-particle dynamics are chaotic.1 The ge-
neric fluctuation properties of the single-particle spectrum
and wave functions in such dots are usually described by
random matrix theory �RMT�.2 In open dots that are strongly
coupled to leads, electrons can often be treated as noninter-
acting quasiparticles, and the mesoscopic fluctuations of the
conductance have been explained using RMT.

However, in almost-isolated dots, electron-electron inter-
actions are important and must be taken into account. The
simplest model of such dots is the constant interaction �CI�
model, in which the interaction is taken to be the classical
charging energy. Charging energy leads to Coulomb block-
ade peaks in the conductance versus gate voltage. Each peak
occurs as the gate voltage is tuned to compensate for the
Coulomb repulsion and an additional electron tunnels into
the dot. For a fixed number of electrons, the CI model is
essentially a single-particle model, and RMT can be used to
derive the statistical properties of the conductance peak
heights.3 While the CI plus RMT model has explained �at
least qualitatively�3–5 several observed features of the peak
height fluctuations,6–8 there have been significant discrepan-
cies with experimental data, in particular regarding the peak
spacing statistics.9–12 Such discrepancies indicate the impor-
tance of interactions beyond charging energy.

A more systematic way of treating electron-electron inter-
actions in chaotic ballistic dots is to expand the interaction in
a small parameter, the inverse of the Thouless conductance
gT�kL, where k is the Fermi wave number and L is the
linear size of the dot. The Thouless conductance measures
the number of single-particle levels within an energy window
determined by the time it takes the electron to cross the dot,
and gT increases as the square root of the number of elec-
trons. It can be shown that in the limit of large Thouless
conductance, only a few interaction terms survive, constitut-
ing the interacting part of the universal Hamiltonian.13,14

These universal interaction terms include, in addition to
charging energy, a constant exchange interaction. The inclu-
sion of an exchange interaction has explained the statistics of
peak heights at low and moderate temperatures as well as the
suppression of the peak spacing fluctuations.15,16 However, at

low temperatures, the peak spacing distribution remains bi-
modal even when the exchange interaction is included, while
none of the experimental distributions are bimodal.9–12

For finite Thouless conductance, residual interactions be-
yond the universal Hamiltonian must be taken into account.
The randomness of the single-particle wave functions in-
duces randomness in the two-body screened Coulomb inter-
action matrix elements.17 The possible induced two-body en-
sembles have been classified according to their underlying
space-time symmetries and features of the two-body
interaction.18 In a Hartree-Fock-Koopmans19 approach �as-
suming the Hartree-Fock single-particle wave functions do
not change as electrons are added to the dot�, the peak spac-
ing can be expressed directly in terms of certain diagonal
interaction matrix elements.20 Sufficiently large fluctuations
of these interaction matrix elements can explain the absence
of bimodality in the peak spacing distribution.20,21 The vari-
ance of these fluctuations is determined by the spatial corre-
lations of the single-particle wave functions. In a diffusive
dot these correlations have been derived to leading order in
1 /gT, and the variance of the matrix elements of the screened
Coulomb interaction was shown to behave as �2 /gT

2,17,22

where � is the mean level spacing of the single-particle spec-
trum. However, dots studied in the experiments are usually
ballistic. Wave-function correlations in ballistic quantum
dots are much less understood. Berry’s conjecture23 regard-
ing the Gaussian nature of wave-function fluctuations in cha-
otic systems provides the leading-order behavior of the cor-
relations at short distances, but finite-size contributions at
distances that are comparable to the size of the dot can have
important effects on the matrix element fluctuations.

An additional contribution to the peak spacing fluctua-
tions originates in surface-charge effects.17 In a finite-size
system, screening leads to the accumulation of charge on the
surface of the dot. The confining one-body potential is then
modified upon the addition of an electron to the dot. In a
diffusive dot, the variance of one-body matrix elements be-
haves as �2 /gT.

Another interesting phenomenon, in which interaction
matrix element fluctuations play an important role, is spectral
scrambling as electrons are added to a chaotic or diffusive
dot.24,25 Both the two-body interaction and one-body surface-
charge effects are responsible for scrambling.
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Here we investigate fluctuations of the two-body interac-
tion matrix elements and of the surface-charge potential ma-
trix elements in ballistic dots. We use a normalized version
of Berry’s random wave model to derive analytically
leading-order contributions for an arbitrary dot geometry and
compare the results with exact numerical simulations.

The outline of this paper is as follows: In Sec. II we
review the random wave model for chaotic billiards. The
spatial correlator of wave-function intensity obtained from
this model is geometry independent but is not consistent with
the normalization requirement of the wave functions.26 We
compute normalization corrections to the correlator in Sec.
III. The variances of diagonal, double-diagonal, and off-
diagonal two-body interaction matrix elements are calculated
in Sec. IV; they are all found to be strongly affected by the
normalization correction. As a result, the ratios of these vari-
ances are shown to remain far from their asymptotic kL
→� values for the range 30�kL�70 that is relevant to
experiments. In Sec. IV C we study the covariance of inter-
action matrix elements, relevant for understanding spectral
scrambling when several electrons are added to the dot,24 and
we supplement the full random wave analysis with a sche-
matic random matrix model. One-body matrix element vari-
ances are treated in Sec. V. In all of these studies, we com-
pare numerical results of the random wave model with
leading-order analytical estimates. In Sec. VI we study the
interaction matrix element distributions and show that in the
experimentally accessible range of kL, they deviate signifi-
cantly from the Gaussian limit implied by the central limit
theorem. Finally, in Sec. VII we address additional implica-
tions of the present work, including the necessity to supple-
ment the normalized random wave model with dynamical
effects for quantitative comparison with experiment.

II. RANDOM WAVE MODEL

In a chaotic system without symmetries, a typical classi-
cal trajectory will uniformly explore an entire energy hyper-
surface in phase space. A well-established and extensively
tested conjecture by Berry23 holds that in the quantization of
such a system, a typical eigenstate of energy E will behave
statistically as a random superposition of basis states at that
energy, i.e., as a random unit vector in the vector space
spanned by all basis states of energy E. In the semiclassical
limit, the dimension of the vector space is large, and the
expansion coefficients of an eigenstate in terms of the basis
states behave as Gaussian random variables.

For a two-dimensional billiard system, the random wave
model implies that a typical chaotic wave function may be
written locally as a random superposition of plane waves at
fixed energy E=�2k2 /2m,

��r� = ��r,�� = �
0

2�

d�A���eikr cos��−��, �1�

where A��� is distributed as a 	-correlated Gaussian random
variable: A���=0 and A����A����= 1

2�V	��−���. We note
that the wave function does not satisfy any particular bound-
ary conditions. The normalization is fixed by ���r��2=1 /V,

where V is the area of the billiard. Equivalently, the wave
function may be expanded in circular waves with good an-
gular momentum 
:

��r� = �

=−�

�

B
�
�r� , �2�

where

�
�r� � J
�kr�ei
�. �3�

The discrete variables B
 �
=0, �1, �2, . . .� are taken to
be uncorrelated Gaussian random variables with

B
 = 0, B

� B
� =

1

V
	

�. �4�

The normalization integral of wave function �2� is given by

1

V
�

V

dr���r��2 = �


�

B

� A

�B
�, �5�

where A

� are the basis-state overlaps

A

� =
1

V
�

V

dr�

� �r��
��r� . �6�

Defining B to be a column vector with components B
, the
normalization integral of the wave function � is simply the
norm of B with the matrix A playing the role of a metric,

1

V
�

V

dr���r��2 = B†AB . �7�

The random coefficients B
 may be chosen to either sat-
isfy or not satisfy the real wave-function condition B−
=B


� ,
corresponding to the absence or presence of an external mag-
netic field. These two situations are conventionally denoted
by �=1 and �=2, respectively.

Using the addition theorem for Bessel functions, we have

�

=−�

�

�

� �r��
�r�� = J0�k�r − r��� . �8�

It follows from completeness property �8� of the Bessel basis
that

tr A = �



A

 = 1. �9�

We note that formally the model requires an infinite set of
basis states. In practice the effective number Neff of basis
states that have an appreciable magnitude inside the area V
scales as Neff�kL�gT, where L��V is a typical linear size
of the billiard and gT is the ballistic Thouless conductance. A
more accurate estimate for Neff can be obtained by consider-
ing a disk of radius R=L /��. In a disk, the wave functions
�
 are orthogonal because of rotational symmetry and
A

�
	

�. The effective dimension Neff is then obtained as
the “participation number” of the exact A

:

L. KAPLAN AND Y. ALHASSID PHYSICAL REVIEW B 78, 085305 �2008�

085305-2



Neff = 	�



�A

�2
−1
� 1.85kR � 1.04kL . �10�

The approximate completeness of a basis of Neff�gT plane
waves at a fixed energy �2k2 /2m was confirmed in studies of
a billiard system.27

III. INTENSITY CORRELATOR

The random wave model of Eqs. �2� and �4� together with
Eq. �8� leads to the amplitude correlator

���r���r�� =
1

V
J0�k�r − r��� �11�

and the intensity correlator

���r��2���r���2 − ���r��2 ���r���2 =C�r,r�� =
1

V2

2

�
J0

2�k�r − r��� .

�12�

Equation �12� is obtained from Eq. �11� by contracting ��r�
with ���r�� and ���r� with ��r�� and noting that there are
two equivalent ways of performing the contraction when �
=�� �i.e., for �=1�.

Similar correlators can be derived starting from the plane-
wave expansion �1�. The intensity correlator �12� is valid to
leading order in �r−r�� /L but becomes problematic when
applied to all r, r� in the finite area V. Indeed wave-function
normalization requires the correlator to vanish on average,22

�
V

dr����r��2���r���2 − ���r��2 ���r���2
 = 0, �13�

and similarly �Vdr��. . .
=0. However, the random wave in-
tensity correlator C�r ,r�� in Eq. �12� is non-negative every-
where and does not satisfy condition �13�. The reason for this
failure is that in the random wave model, normalization is
satisfied only on average, i.e., �Vdr���r��2=tr A=1, but not
for each individual wave function.

This deficiency can be corrected by introducing the nor-
malized random wave model, in which each “random” wave
function �2� is normalized in area V, i.e.,

�norm�r� = �



B

normJ
�kr�ei
�, �14�

with B

norm=B
 /�VB†AB. The normalized random wave

model is easy to implement numerically by normalizing each
random wave. Since ��norm�r��2=1 /V, the intensity correlator
of this model can be written as

Cnorm�r,r�� = ���norm�r��2 −
1

V
����norm�r���2 −

1

V
� .

�15�

This is similar to the situation in RMT, where the naive guess
�ai�2�aj�2− �ai�2 �aj�2= 1

N2 	ij for �=2 �ai and aj are two compo-
nents of an RMT eigenvector of length N with normalization
�i�ai�2=1� must be replaced by the exact expression

1
N�N+1� �	ij −

1
N � to obtain correct normalization for finite N. In

our case, however, the normalized intensity correlator �15�
depends on both positions r and r� as well as on the system
geometry.

We define at a spatial point r an excess wave-function
intensity by u�r�= ���r��2− 1

V and similarly an excess normal-
ized wave-function intensity by unorm�r�= ��norm�r��2− 1

V . We
then have

Cnorm�r,r�� = unorm�r�unorm�r��

= � 1/V + u�r�

1 + �
V

drau�ra�
−

1

V�� 1/V + u�r��

1 + �
V

drbu�rb�
−

1

V� .

�16�

Equation �16� is exact but unwieldy. In the semiclassical
limit of large kL, a given superposition � of random waves
will be almost normalized, i.e., �Vdr���r��2−1=�Vdru�r�
=O(�kL�−1/2). Thus, to leading order in 1 /kL, we may ex-
pand Eq. �16� to obtain

�u�r� −
1

V
�

V

drau�ra���u�r�� −
1

V
�

V

drbu�rb�� + ¯ ,

�17�

where we have omitted all terms involving three-point and
higher-order correlations of the excess intensity u. Equation
�16� can be simplified to obtain

Cnorm�r,r�� = C̃�r,r�� + O	 1

�kL�3/2
 , �18�

where

C̃�r,r�� = C�r,r�� −
1

V
�

V

draC�r,ra� −
1

V
�

V

draC�ra,r��

+
1

V2�
V
�

V

dradrbC�ra,rb� . �19�

The leading-order normalized correlator C̃�r ,r�� was de-
rived in Ref. 26 by adding a weak smooth disorder and using
the nonlinear supersymmetric sigma model. More recently,
the same leading correction has been obtained28 starting from
a density matrix and the principle of maximum entropy.29

Here we have shown that this form can be obtained quite
generally by applying a perturbative approach to the un-
normalized correlator C�r ,r��, assuming only that correla-
tions are weak in the limit of large kL.

We note, however, that C̃�r ,r�� is merely a leading-order
approximation in 1 /kL to the true normalized random wave
correlator Cnorm�r ,r��, as it involves only terms depending
on the unnormalized two-point correlator C. The complete
expression �Eq. �16�
 for the normalized two-point correlator
Cnorm�r ,r�� involves all unnormalized n-point correlators
u�r1�¯u�rn�. In particular, the unnormalized three-point
correlator gives rise to the O(�kL�−3/2) correction in Eq. �18�.
In principle, such higher-order corrections to Eq. �18� may
be computed systematically, but in practice their effect on
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matrix element variances is small, as we will confirm below.
The n-point correlators u�r1�¯u�rn� for n�3 will be impor-
tant when we discuss the deviation of the matrix element
distribution from a Gaussian �see Sec. VI�. We also note that
our definition of Cnorm�r ,r�� and the approach of Refs. 28

and 29 may produce different corrections to C̃�r ,r�� at
higher orders in a 1 /kL expansion. Although the problem of
constructing the “best” random wave ensemble that exactly
satisfies normalization constraints is an interesting one in its
own right, the effect of these higher-order ambiguities on
matrix element statistics is negligible compared to dynamical
contributions in real chaotic systems.

In contrast to the unnormalized correlator C�r ,r��, the

normalized correlator C̃�r ,r�� satisfies

�
V

dr�C̃�r,r�� = 0, �20�

implying the normalization of each individual wave function
�Vdr����r��2=1. To show this, we define N�=�Vdr����r��2.

We note that N̄=1 by construction and calculate the variance
in wave-function normalization:

N2 − N̄2 = �
V
�

V

drdr���norm�r��2��norm�r���2 − 1

= �
V
�

V

drdr�� 1

V2 + C̃�r,r��� − 1

= �
V
�

V

drdr�C̃�r,r�� . �21�

Equation �20� implies that the variance of N vanishes, and
since the average wave function is normalized to unity, every
wave function in the ensemble must be normalized to unity.
In the following, the superscript in �norm will be dropped,
and all wave functions � will be assumed to be normalized
unless otherwise stated.

A more schematic random matrix approximation is ob-
tained if the exact metric A

� is assumed to be diagonal and
the diagonal components are replaced by

A

 = �1/Neff for �
� � Neff/2
0 for �
� � Neff/2.

� �22�

The distribution �22� satisfies �
A

=1 and �
�A

�2
=1 /Neff and therefore reproduces correctly the first two mo-
ments �Eqs. �9� and �10�
 of the exact A

 distribution. In the
approximation �22�, the normalization of the wave function
reads B†B=Neff /V �see Eq. �7�
. The normalized Neff-com-

ponent vector B̃= �Neff /V�−1/2B can then be viewed as an
eigenvector of a Gaussian random matrix of the correspond-
ing symmetry class �.

In a disk of radius R, asymptotic expressions may be used
to verify that the exact self-overlaps of the Bessel functions
approach a constant A

�2 /�kR for 
�Neff�kR and fall
off exponentially as A

� 1

2�
2 � ekR
2
 �2
 for 
�Neff�kR. In

Fig. 1, we show the exact random wave metric for a disk
with kR=40 and kR=100, as well as schematic random ma-
trix approximation �22�.

In Secs. IV and VI, we use the random wave model to
estimate the variances of various matrix elements of the
screened Coulomb interaction. Normalized random waves
can be generated numerically to calculate the spatial wave-
function correlator and the corresponding variances, which is
equivalent to using the exact normalized intensity correlator
Cnorm. Analytical expressions can be obtained as follows: �i�
The asymptotic behavior of the unnormalized random
wave correlator C�r ,r�� in Eq. �12� will be sufficient to
produce analytically the leading geometry-independent
O(ln kL / �kL�2) behavior of two-body interaction matrix ele-
ment variances. �ii� A direct integration of the normalized

correlator C̃�r ,r�� in Eq. �19� produces geometry-dependent
O(1 / �kL�2) terms for the above matrix elements. This cor-
relator can also be used to calculate to leading order in kL the
size of one-body surface-charge matrix element fluctuations
�Sec. V�.

IV. TWO-BODY INTERACTION MATRIX ELEMENTS

Here we model the screened two-body Coulomb interac-
tion in two-dimensional �2D� quantum dots as a contact in-
teraction v�r ,r��=�V	�r−r��, where the single-particle
mean level spacing � serves to set the energy scale.30,31

A. Fluctuation of diagonal matrix elements v��

We first discuss the variance of a diagonal two-body ma-
trix element v���v��;�� with ���. In the contact interac-
tion model,

v�� = �V�
V

dr����r��2����r��2. �23�

To leading order in gT�kL, the dominant contribution to the
variance arises from correlations between the intensities of a
single wave function at different points:24

0
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0.8

1

1.2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

N
ef

f
A

µµ

µ / Neff

FIG. 1. The exact Bessel function self-overlaps A

 defined by
Eq. �6� are computed for a disk of radius R and scaled by the
effective Hilbert space dimension Neff=1.85kR. The solid curve in-
dicates kR=40, while the dashed curve corresponds to kR=100. The
dotted rectangle represents the schematic random matrix approxi-
mation, where all A

 are taken to be constant for −Neff /2�

�Neff /2 and 0 otherwise. Quantities plotted in this and all subse-
quent figures are dimensionless.
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	v��
2 = �2V2�

V
�

V

drdr�C̃2�r,r�� + O	 �2

�kL�3
 . �24�

Details of the derivation may be found in the Appendix.
Since this leading-order effect comes from correlations
within a single wave function, the only restriction on the
energy difference E�−E� between the two random wave
functions is �E�−E���E�, or equivalently �k�−k���k�, al-
lowing the variance to be a function of a single parameter kL.
The subleading terms omitted in Eq. �24� involve, for ex-
ample, the two-eigenstate intensity correlator

C̃2�r,r�� = ����r��2����r���2 − ����r��2 ����r���2. �25�

The correlator C̃2�r ,r�� produces the leading effect for the
covariance and will be discussed in detail in Sec. IV C.

The leading-order contribution to Eq. �24� is already ob-
tained by using the much simpler unnormalized correlator

C�r ,r�� instead of C̃�r ,r��. Changing integration variables in
Eq. �24� to R= �r+r�� /2 and �=r−r�, inserting the unnor-
malized correlator �12�, which depends only on k�, and sub-
stituting the asymptotic form J0

2�k��= 2
�k�cos2�k�−� /4�

+O(1 / �k��2), we obtain

	v��
2 �

�2

V
	 2

�

2�

1/k

L

d��2���
4

�2k2�2cos4�k� − �/4�

= �2 3

�
	 2

�

2 ln kL

�kL�2 , �26�

where in the rightmost expression we have used cos4 k�
=3 /8.

In Eq. �26� we have not properly included the short-
distance contribution from ��1 /k and the shape-dependent
long-distance contribution from ��L. Both of these contri-
butions to Eq. �24� scale as 1 /k2; in the first case because
��1 /k defines an O�1 /k2� volume in � space, and in the
second case because J0

4�k���1 / �kL�2 for ��L. To obtain
the correct result at this subleading order, we need to use the
normalized correlator of Eq. �19�. We then obtain

	v��
2 = �2V2�

V
�

V

drdr�C̃2�r,r�� + O	 �2

�kL�3
 �27�

=�2 3

�
	 2

�

2 ln kL + bg

�kL�2 + O	 �2

�kL�3
 . �28�

The leading ln kL / �kL�2 term, discussed in Ref. 31, depends
only on the symmetry class, while the shape-dependent co-
efficient bg can be easily evaluated by numerical integration
of Eq. �27�.

In Fig. 2 we show the results for a disk geometry in the
range 30�kL�70, corresponding roughly to the parameter
range relevant for experiments ��150–800 electrons in the
dot�. At each kL we construct normalized random waves nu-
merically using the prescription of Eq. �14�, by drawing ran-
dom coefficients B
 from a Gaussian distribution, and allow-
ing the 
 index to run up to several times Neff �to ensure
convergence�. Pairs ��, �� of such random waves are gen-
erated repeatedly, and statistics are collected to compute

	v��
2 at each kL. This numerical “exact” result for the vari-

ance �solid line� is compared with the leading result of Eq.
�27� �long-dashed line�. For the disk, we find bg=−0.1. The
difference between the full numerical calculation and the in-
tegral of the normalized correlator is plotted in the inset and
is seen to be in good agreement with the 1 / �kL�3 scaling of
Eq. �27�. If the unnormalized correlator �12� is used in Eq.
�27�, we find �for the disk geometry� bg

unnorm=0.9. The cor-
responding variance is shown as a short-dashed line in Fig.
2.

We observe that the fluctuations of v�� are reduced when
wave-function normalization is taken into account. Wave-
function normalization was also found to reduce the fluctua-
tions of the change in interaction energy associated with the
addition of an electron to a chaotic quantum dot when
boundary effects are considered.32

The dependence of the v�� fluctuations on the dot’s ge-
ometry is demonstrated by the upper two curves in Fig. 3.
Here we plot the result of Eq. �27� for elliptical shapes as a
function of the aspect ratio r between the major and minor
axes while keeping the area and the wave vector k fixed. We
find that as the aspect ratio changes by a �physically unreal-
istic� factor of 16, the shape-dependent parameter bg changes
only from −0.1 to −0.3, resulting in a change of only
�5%–6% in the v�� variance for the experimental range of
kL. Similar results are found if elliptical shapes are replaced
by rectangles or other geometries. Thus, for all practical pur-
poses, shape effects on the v�� variance can be ignored �at
least within the normalized random wave model�.

At this subleading order, we must in principle also take
into account the energy difference E�−E� if this energy dif-
ference is larger than the ballistic Thouless energy gT� �but
still small compared with the average �E�+E�� /2
. Then
1 /L�	k=k�−k��k= �k�+k�� /2, and the cos4�k�−� /4�
factor in Eq. �26� must be replaced by cos2�k��
−� /4�cos2�k��−� /4�, which has the average value 3/8 only
for 1 /k���1 /	k and is reduced to an average of 1/4 for
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FIG. 2. The variance of the two-body matrix element v�� versus
kL in the real ��=1� random wave model: �a� The solid curve is the
result of exact numerical simulations; �b� the long-dashed line is the
result of integrating the square of the normalized correlator

C̃2�r ,r��, as in Eq. �27�; �c� the short-dashed line is the result of
using the unnormalized correlator C2�r ,r��. In the inset, the solid
line is the difference between the full result �a� and the approxima-
tion �b�. The dotted line indicates that omitted terms scale as 1

�kL�3 .
Here and in all following figures, the level spacing �, which sets
the overall energy scale, is set to unity.
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1 /	k���L. After performing the integration over � in Eq.
�26�, we find that ln kL in the final result must be replaced
with ln kL− �1 /3�ln 	kL. Assuming 	kL remains large but
fixed while kL→�, this corresponds merely to a modifica-
tion of the geometry-dependent coefficient in Eq. �28�: bg
→bg− �1 /3�ln 	kL for 	kL�1. In practice, for reasonable
energy windows, e.g., 	kL�5, the consequent reduction in
the variance is at most 10% and may be safely ignored com-
pared to the much larger dynamical effects present in real
chaotic systems.

B. Fluctuation of v�� and v����

Section IV A studied fluctuations in the intensity overlap
v�� between two random wave functions �� and ��. Similar
techniques may be applied to the self-overlap of a single
wave function v��=�V�Vdr����r��4, also known as
the inverse participation ratio in coordinate space, and
to the “off-diagonal” four-wave-function overlap v���	

=�V�Vdr��
��r����r���

��r��	�r�.
To leading order, O(ln kL / �kL�2), all the results arise from

integrating the unnormalized correlator �12� and differ only
by combinatorial factors. For example, the � 2

� �2 factor in Eq.
�26� may be understood from the fact that there are four
distinct ways to contract pairs of same-wave-func-
tion amplitudes between ��

��r����r���
��r����r� and

���r����
��r�����r����

��r�� if the wave functions are real ��
=1�, but there is only one way to perform this contraction if
the wave functions are complex ��=2�. An analogous count-
ing argument for the variance of v�� leads to

	v��
2 = �2 3

�
c�

ln kL + bg�

�kL�2 + O	 �2

�kL�3
 , �29�

with c1=24 and c2=4. We note that such combinatorial fac-
tors can also be derived from the invariance of the second
moments of the matrix elements under a change of the
single-particle basis.18

Finally, if �, �, �, and 	 are all different, there is only one
way to perform the contraction in either the real or complex
case, leading to

	v���	
2 = �2V2�

V
�

V

drdr�����r���r��
4

= �2 3

�

ln kL + bg�

�kL�2 + O	 �2

�kL�3
 . �30�

While the leading ln kL / �kL�2 behavior in Eqs. �29� and
�30� is identical to that for 	v��

2 up to geometry-independent
combinatorial factors, the coefficients of the subleading
geometry-dependent 1 / �kL�2 terms are not so simply related,
as indicated by bg� ,bg��bg in the above expressions. That is
because the normalization-related subtraction, which enters
at O(1 / �kL�2), works differently for the three matrix
elements. For example, the variance of v�� involves the

product of two normalized intensity correlators C̃2�r ,r��
��J0�k�r−r���2−¯
2. On the other hand, the variance of
v���	 involves the product of four amplitude correlators �i.e.,
���r���r��4�J0�k�r−r���4
, which do not require subtrac-
tion. As indicated earlier, the absence of subtraction in the
integral results in bg�=0.9 for a disk geometry, in contrast
with bg=−0.1. For v�� fluctuations, we find bg�=−2.25 for a
disk.33 Thus, although 	v��

2 and 	v���	
2 are related to 	v��

2 by
geometry-independent universal factors in the kL→� limit,
the convergence to this universal limit is logarithmically
slow. Specifically, in the presence of time-reversal symmetry
��=1�,

	v��
2 /	v��

2 = 6 +
bg� − bg

ln kL
+ ¯ , �31�

	v��
2 /	v���	

2 = 4 +
bg − bg�

ln kL
+ ¯ , �32�

to leading order in 1 / ln kL.
Figure 4 shows these ratios versus kL in the physical

range of interest. Note in particular the very slow conver-
gence of Eq. �31� to the asymptotic value of 6 because of the
large difference between the coefficients of the subleading
terms bg�−bg=−2.15.
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0.5
168421

(δ
v)

2 (r
)

/(
δv

)2 (1
)

r

FIG. 3. The v�� variance �upper two curves� and the variance of
the one-body matrix element v� �lower two curves; see Sec. V� for
normalized real random waves are plotted as functions of the aspect
ratio r=a /b of the elliptical geometry, where a and b are the semi-
major and semiminor axes. Here kL=k��ab is kept fixed at 30
�solid curves� and 70 �dashed curves�. All variances are normalized
by the r=1 variances.
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FIG. 4. Ratios of matrix element variances are plotted for real
random waves inside a disk as functions of kL: 	v��

2 /	v��
2 �thick

solid line� and 	v��
2 /	v���	

2 �thick dashed line�. For comparison,
the leading-order analytic results of Eqs. �31� and �32� are shown as
thin solid and dashed lines, respectively.

L. KAPLAN AND Y. ALHASSID PHYSICAL REVIEW B 78, 085305 �2008�

085305-6



C. Matrix element covariance �v���v��

Another quantity of interest is the covariance 	v��	v��,
where ��, ��, and �� are three distinct wave functions of a
single dynamical system. Such matrix element covariances
are important in quantitative estimates of scrambling of the
Hartree-Fock single-particle spectrum as electrons are added
to the dot.24 As in Eq. �24�, the leading contribution for large
kL can be written as a double integral of a product of two
intensity correlators �see the Appendix for details�:

	v��	v�� � �
V
�

V

drdr�C̃�r,r��C̃2�r,r�� , �33�

where C̃�r ,r�� is the intensity correlator for wave function

�� and C̃2�r ,r�� is intensity correlator �25� between two dis-
tinct wave functions �� and ��. In a diffusive dot, expression
�33� leads to a covariance 
�2 /gT

3, where gT is the diffusive
Thouless conductance.24

We proceed to evaluate C̃2 in the normalized random
wave approximation. Since �� and �� correspond to differ-
ent orbitals of the mean-field Hamiltonian, we need to im-
pose the orthogonality condition

1

V
�

V

dr��
��r����r� = B�

†AB� = 0, �34�

which may be done through the Gram-Schmidt procedure.
We begin by generating two independent random vectors
�� and ��

0 at the same energy �2k2 /2m: ���r�
=�
=−�

� B�
J
�kr�ei
� and ��
0�r�=�
=−�

� B�
J
�kr�ei
�,
project ��

0 onto the subspace orthogonal to ��, and normalize
the result to unit length to find ��:

���r� =
��

0�r� − ������
0����r�

�1 − �������
0��2

. �35�

Using the basis states �
 in Eq. �3�, we find

C̃2�r,r�� =
1

V2

2

��J0
2�k�r − r����



�

�A

��
2 − 2J0�k�r − r���

��


�

A

��
�r��
�
� �r��� + O	 1

k2
 . �36�

Equation �36� can be evaluated numerically for a given
geometry in order to obtain the covariance of diagonal ma-
trix elements v�� via Eq. �33�. However, we obtain insight
into the qualitative behavior of the correlator �36� by using
the schematic random matrix model �22� in a disk geometry.
We find

C̃2�r,r�� � −
1

V2

2

�

1

Neff
J0

2�k�r − r��� = −
1

Neff
C̃�r,r�� ,

�37�

where Neff is the effective dimension defined by Eq. �10�.
Substituting the random matrix model relation �37� into Eq.
�33� and using Eq. �24�, we have

	v��	v�� � −
1

Neff
	v��

2 . �38�

This simple relation between the variance and covariance
of the interaction matrix elements could also be obtained
directly from an effective completeness condition �valid for
any ��,

�
�=1

Neff

	v�� = 0, �39�

where 	v��=v��−v��. Equation �39� follows from the com-
pleteness of the eigenstate basis ��=1

Neff ����r��2=Neff /V, a
position-independent constant.34 From Eq. �39� we find
���	v��	v��=0 or, after taking an ensemble average,

�
���

	v��	v�� = − �
�

�	v���2. �40�

If we assume the covariances and variances to be indepen-
dent of the specific orbitals, we recover the RMT relation
�38�.

Substituting Eqs. �10� and �28� into Eq. �38�, we obtain an
analytic result for the covariance in a circular dot in the RMT
approximation:

	v��	v�� � − �2 3

�

��

1.85
	 2

�

2 ln kL + bg

�kL�3 + O	 �2

�kL�4
 .

�41�

What if the dot geometry is noncircular? For a general
shape, we can write

�
�r��
�
� �r�� = A

�

� J0�k�r − r��� + f

��r,r�� , �42�

where from Eq. �8� �
f

�r ,r��=0 for arbitrary r, r�, and
from Eq. �6� �Vdrf

��r ,r�=0 for arbitrary 
, 
�. In the
special case of the circular dot discussed above, the sum of
all terms involving f

� vanishes in the calculation of the
covariance. Although we have no formal justification for ne-
glecting terms involving f

� in the general case, if we do so
we obtain

C̃2�r,r�� � − 	�


�

�A

��
2
C̃�r,r�� = −

C̃�r,r��
Neff

, �43�

with

Neff = 	�


�

�A

��
2
−1

. �44�

The definition �44� of the effective dimension generalizes the
finite RMT result of Eqs. �37� and �38� to an arbitrary shape.
For an ellipse with an aspect ratio a /b=2, Neff increases by a
factor of 1.12 as compared with a circle of the same area; for
an ellipse with an aspect ratio a /b=4, Neff increases by a
factor of 1.39.

In Fig. 5 we compare the covariance 	v��	v�� calculated
numerically in the normalized random wave model with the
RMT expression �41�. Here we have again used the disk
geometry, but very similar results are obtained in other ge-
ometries, e.g., a stadium billiard.35 We note the surprisingly
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good agreement between the full numerical result and the
schematic RMT approximation.

The arguments leading to Eq. �43� generalize to the case
where �� and �� are orthogonal random waves at different
energies as long as the energy difference is classically small,

	k��k�−k��� k̄��k�+k�� /2. Equation �43� for the cor-
relator is unchanged provided we use the generalized defini-
tion

A

� =
1

V
�

V

drJ
�k�r�e−i
�J
��k�r�ei
��, �45�

and C̃�r ,r�� is evaluated at k= k̄. Note that A

� and thus Neff
in Eq. �44� are now functions of two wave numbers k� and

k�, or equivalently of k̄ and 	k. The final result for the cova-
riance becomes

	v��	v�� � − �2 3

�

k̄L

Neff�k̄,	k�
	 2

�
2 ln k̄L + bg

�k̄L�3
+ O	 �2

�k̄L�4
 ,

�46�

where Neff depends implicitly on both wave vectors k� and k�

�or alternatively k̄ and 	k� through Eqs. �44� and �45�.
The energy difference can be written as E�−E�

=2	kk̄��2 /2m���	kL�ET, where ET�� / �L /v�� k̄��2 /mL�
is the ballistic Thouless energy. When this energy difference
is small compared with the Thouless energy, i.e., when the
wave vector difference 	k is quantum-mechanically small

�	kL�1�, the ratio Neff / k̄L reduces to a shape-dependent

constant independent of k̄. For a disk, this constant is
1.85 /�� �see Eq. �10�
 and Eq. �46� reduces to Eq. �41�.

On the other hand, when the energy difference is
quantum-mechanically large �i.e., large compared with the

Thouless energy� but still classically small �1�	kL� k̄L�,
then the oscillatory functions J
�k�r� and J
��k�r� go in and
out of phase with each other O�	kL� times between r=0 and

r�L. The overlaps A

� as defined by Eq. �45� are therefore
reduced by a factor of 1 /	kL �as compared with the case
	kL�1�, and Neff in Eq. �44� increases:

Neff�	kL� � �	kL�2Neff�	kL = 0� � �	kL�2k̄L . �47�

Neff / k̄L in Eq. �46� now becomes O�	kL�2 instead of order
unity. The growth of Neff with increasing 	kL is shown in
Fig. 6 in the special case of a disk geometry for two values of

k̄L. Similar results are obtained for other geometries.
Equation �46� then becomes

	v��	v�� � − �2	 2

�

2 ln k̄L + bg

�k̄L�3�	kL�2
. �48�

In Fig. 7 we show the dependence of the diagonal inter-
action matrix element covariance on 	kL for a disk at fixed

k̄L=60. The numerical covariance of the random wave
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FIG. 5. The diagonal interaction matrix element covariance
	v��	v�� �for orthogonal wave functions �� and �� corresponding
to distinct orbitals at the same energy �2k2 /2m� is plotted versus kL
for real random waves inside a disk. The result obtained by substi-
tuting Eq. �36� into Eq. �33� and integrating numerically �solid line�
is compared with the analytic RMT approximation of Eq. �41�
�dashed line�.
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FIG. 6. The factor Neff, which governs the reduction of the co-
variance 	v��	v�� as compared with the variance 	v��

2 , is com-
puted for a disk geometry in accordance with definitions �44� and

�45�. Neff is computed as a function of k̄L and 	kL, where k̄= �k�

+k�� /2 and 	k= �k�−k��. The solid curve corresponds to k̄L=30 and

the dashed curve to k̄L=70. The slope of the dotted line shows the
quadratic scaling with 	kL, as predicted by Eq. �47�.
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FIG. 7. The diagonal interaction matrix element covariance
	v��	v�� for 	k�k�−k��0 versus 	kL�	E /ET for real random

waves inside a disk �on a logarithmic scale�; k̄L= �k�+k��L /2 is
fixed at 60. The numerical result obtained by substituting Eq. �36�
�with A

� now given by Eq. �45�
 into Eq. �33� �solid line� is
compared with the analytic RMT approximation of Eq. �46� �dashed
line�. The dotted line indicates the scaling 	v��	v����	kL�−2 of
Eq. �48�, valid for 	kL�1.
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model �solid line� is in reasonable agreement with RMT ex-
pression �46� �dashed line�.

V. ONE-BODY MATRIX ELEMENTS

When an electron is added to the finite dot, charge accu-
mulates on the surface and its effect can be described by a
one-body potential energy V�r�. For an elliptical 2D geom-
etry, with semimajor and semiminor axes a and b, the varia-
tion in this mean-field potential energy due to the addition of
an electron is given by17,20

V�x,y� = −
�/4

�1 − x2/a2 − y2/b2
, �49�

where we have used the Thomas-Fermi screening length in
two dimensions to obtain the scale of V.

We note that for nonelliptical shapes, the correct form of
V�r� may be calculated numerically. However, we will see
below that the fluctuations of its matrix elements depend
only weakly on the precise form of the potential and are
instead dominated by the overall normalization and the 1 /�d
divergence of the potential near the boundary �where d is the
distance from the boundary�.

The diagonal matrix elements of V�r� are given by

v� � V�� = �
V

dr����r��2V�r� . �50�

Using ����r��2=1 /V, we find v�= 1
V�VdrV�r�� V̄=−� /2.

Again, of main interest are the fluctuations in v�. As in
Sec. IV A, we begin by expressing the variance in terms of
the wave-function intensity correlator,20,21

	v�
2 = �

V
�

V

drdr�V�r�C̃�r,r��V�r�� �51�

=�
V
�

V

drdr�Ṽ�r�C�r,r��Ṽ�r�� , �52�

where Ṽ=V− V̄. Since C�r ,r�� scales as 1 / �r−r��, the total
contribution to integral �51� from nearby points �r−r����
scales as �; i.e., nearby pairs of points make a small contri-
bution to the total integral. Instead, the integral is dominated
by distant pairs of points �r−r���L and scales as 1 /kL:

	v�
2 =

cg

�

�2

kL
+ O	 �2

�kL�2
 , �53�

where cg is a shape-dependent dimensionless coefficient.
In Fig. 8 we show the result of integrating Eq. �51� for a

disk with �=1. The solid lower curve corresponds to the
analytic potential of Eq. �49�, while the dashed lower curve
corresponds to the “schematic” potential

Vsch�r� � �min
R�C

�r − R��−1/2, �54�

which has the same singularity at the boundary C as the true
potential �49� and is scaled to have the same average as V�r�.
The upper solid curve is obtained by substituting the un-

normalized correlator C�r ,r�� in place of C̃�r ,r�� in Eq.
�51�. We note that normalization, which had only a moderate
effect on the two-body matrix element fluctuations, here re-
duces the variance by a full order of magnitude, resulting in
a very small prefactor cg in Eq. �53�. �For a disk, cg=0.035;
the power-law prediction of Eq. �53� is indicated in Fig. 8 as
a dotted line.
 This reduction in the variance is due to the fact
that after normalization, according to Eq. �19�, one-body in-
tegrand �51� ceases to be positive everywhere, resulting in
substantial cancellation in the integral. This is in contrast
with the two-body integrand in Eq. �27�, which remains posi-
tive even after normalization. On the other hand, the differ-
ence between the real and the schematic potentials after nor-
malization is only an 18% effect. This fact is useful for
studying one-body matrix elements in chaotic geometries,
where no analytic form exists for the surface-charge poten-
tial.

The small value of the coefficient cg leads to values of
	v�

2 �see Fig. 8� that are numerically smaller in the physically
interesting kL regime than the corresponding values of the
two-body matrix element variance 	v��

2 �see Fig. 2�, despite
the fact that the former is parametrically larger in a 1 /kL
expansion.

The two lower curves in Fig. 3 show the dependence of
	v�

2 on the dot’s geometry. We find the one-body matrix el-
ement variance to have much stronger shape dependence
than that of the two-body matrix element variance. This is
due mostly to the fact that here the coefficient of the leading
term in Eq. �53� is already shape dependent, in contrast with
the shape independence of the leading logarithmic term in
two-body expression �26�. In particular, an aspect ratio of r
=4 results in a 14% reduction of the coefficient cg in Eq.
�53�. We also note the divergence between the kL=30 and
kL=70 curves for r�4, indicating that for very large aspect
ratios, the simple inverse relationship between kL and the
variance breaks down in the energy range of interest and the
subleading terms in Eq. �53� acquire greater importance.
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FIG. 8. Expression �51� for the one-body matrix element vari-
ance 	v�

2 is plotted as a function of kL for real random waves inside
a disk by using the analytic potential of Eq. �49� �lower solid curve�
and the schematic potential of Eq. �54� �lower dashed curve�. The
dotted line, which is almost indistinguishable from the lower solid
curve, is the power-law prediction of Eq. �53�. The upper solid
curve is calculated from an unsubtracted integral, where the un-

normalized propagator C�r ,r�� is substituted for C̃�r ,r�� in Eq.
�51�.
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VI. MATRIX ELEMENT DISTRIBUTIONS

The central limit theorem implies that all interaction ma-
trix elements such as v��, v��, v���	, and v� in the random
wave model must be distributed as Gaussian random vari-
ables as kL→�, since each of them is defined as an integral
over a large volume of a random integrand with decaying
correlations. This justifies our focus so far on the variance
and covariance of these matrix elements. However, we have
seen above that nonuniversal finite-kL effects can be signifi-
cant in the experimentally relevant regime kL�70, most no-
tably for the variance ratios shown in Fig. 4. Here we look

for finite-kL effects on the shape of matrix element distribu-
tions.

The distribution of diagonal interaction matrix elements
v�� is shown in Fig. 9 for normalized random waves in a
disk �solid curve�. The results for other dot geometries and
for other matrix elements �i.e., v��, v���	, and v�� are quali-
tatively similar. We observe that the distribution has a long
tail on the right side as compared with a Gaussian distribu-
tion of the same mean and variance �dotted curve�. In other
words, there is an excess of anomalously large matrix ele-
ments, compensated for by a reduction in the median to a
value slightly below �. Indeed, the right tail has a shape
closer to an exponential than to a Gaussian, reminiscent of
the distribution of many-body matrix elements in realistic
atomic shell model calculations.36

Deviations from a Gaussian shape can be quantified by
considering higher moments such as the skewness

�1 =
	v��

3

�	v��
2 
3/2 �55�

and the excess kurtosis

�2 =
	v��

4 − 3�	v��
2 
2

�	v��
2 
2

. �56�

For large kL, we may estimate these higher moments in a
manner analogous to our estimate for the variance in Eq.
�24�. Specifically,

	v��
3 � �3V3��

V

dr����r��2����r��2 − �
V

dr����r��2����r��2�3

= �3V3��
V
�

V
�

V

drdr�dr��	����r��2 −
1

V

	����r���2 −

1

V

	����r���2 −

1

V

�

��	����r��2 −
1

V

	����r���2 −

1

V

	����r���2 −

1

V

� + ¯�

� �3V3�
V
�

V
�

V

drdr�dr��u��r�u��r��u��r� �
2, �57�

where u��r�= ����r��2− 1
V is the excess intensity. The ellipsis

in Eq. �57� indicates omitted terms involving the intensity
correlation of two different wave functions at different

points, such as the correlator C̃2�r ,r�� defined in Eq. �25�
and its generalization to three distinct points.

The three-point intensity correlator for a single random
wave function can be computed to leading order in kL by
following the same procedure that led to leading-order two-
point intensity correlator �12�: performing all possible con-
tractions to rewrite the quantity of interest as a product of

amplitude correlators and making use of Eq. �11�. Thus

u��r�u��r��u��r��

= ����r��2 −
1

V
�����r���2 −

1

V
�����r���2 −

1

V
�

� c3����r���r�����r����r�����r����r�

=
c3�

V3 J0�k�r − r���J0�k�r� − r���J0�k�r� − r�� , �58�

0

2

4

6

8

10

0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2 1.25 1.3

P
ro

ba
bi

lit
y

D
is

tr
ib

ut
io

n

vαβ / ∆

FIG. 9. The distribution of diagonal interaction matrix elements
v�� is shown for normalized real random waves in a disk at kL
=70 �solid curve�. A Gaussian distribution with the same mean and
variance is shown as a dotted curve for comparison.
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where c31=8 for real waves and c32=2 for complex waves
are combinatorial factors. Normalization effects analogous to
those included in Eq. �19� are subleading in this case, since
u��r�u��r��u��r�� is a fluctuating quantity with average close
to zero instead of being everywhere positive. Result �58�
scales as V−3�kL�−3/2 in the typical case when the interpoint
separations are all of order L.

Combining Eq. �58� with Eq. �57�, we have

	v��
3 = c3�

2 	�

V

3�

V
�

V
�

V

drdr�dr��J0
2�k�r − r���

�J0
2�k�r� − r���J0

2�k�r� − r��
 �59�

=b3gc3�
2 �3

�kL�3 , �60�

where b3g is a shape-dependent constant analogous to bg in
the calculation of variance �28�. In contrast to variance cal-
culation �26�, here we have no large short-distance �wave-
length scale� contribution resulting in a logarithmic contribu-
tion at leading order. The irrelevance of the short-distance
contribution may be seen by noting that a fraction ��4 of the
integration space in Eq. �59� has points r, r�, and r� all
within distance � of one another, while the integrand is only
enhanced by a factor ��−3 in this region. For a disk geom-
etry, b3g=1.3.

Similarly, the fourth moment 	v��
4 involves the four-point

intensity correlation function, which to leading order in 1 /kL
takes the form

u��r�u��r��u��r��u��r��

� c4��J0�k�r − r���J0�k�r� − r���J0�k�r� − r���

�J0�k�r� − r�� + �r� ↔ r�� + �r� ↔ r��


+ 	 2

�

2

�J0
2�k�r − r���J0

2�k�r� − r���

+ �r� ↔ r�� + �r� ↔ r��
 . �61�

Here c41=16 and c42=2 are combinatorial factors. Perform-
ing a fourfold integral over volume, we obtain

	v��
4 � �4V4�

V
�

V
�

V
�

V

drdr�dr�dr�

�u��r�u��r��u��r��u��r��2

� 3�c4�
2 + 	 2

�

4�	�

V

4�

V
�

V
�

V
�

V

drdr�dr�dr�

��J0
2�k�r − r���J0

2�k�r� − r���J0
2�k�r� − r���

�J0
2�k�r� − r��
 + 3	v��

2 2, �62�

where in the second step we have omitted terms in the inte-
grand containing odd powers of J0 �these terms have oscil-
lating sign and contribute to the integral only at subleading
order in kL�. We have also separated out a term proportional
to the square of the variance �24�; this term corresponds to
disconnected diagrams and does not contribute to the fourth
cumulant or the excess kurtosis �2. The final result is

	v��
4 − 3	v��

2 2 = 3b4g�c4�
2 + 	 2

�

4� �4

�kL�4 , �63�

where the shape-dependent coefficient b4g=1.0 for a disk
geometry. Higher-order cumulants beyond Eqs. �60� and �63�
may be computed similarly. It is evident from the preceding
discussion that the nth cumulant involves an n-fold integral
of a product of 2n Bessel functions and scales as �n / �kL�n,
with a combinatorial �-dependent prefactor and a geometry-
dependent overall dimensionless constant. When the cumu-
lants 	v��

3 and 	v��
4 −3	v��

2 2 for normalized random waves
in a disk are computed numerically, they compare well with
the power-law predictions of Eqs. �60� and �63� at suffi-
ciently large kL �not shown�.

Combining Eqs. �60� and �63� with our previous result
�Eq. �26�
 for the variance, we find the skewness

�1 = b3gc3�
2 	�

2

3	�

3

3/2

�ln kL�−3/2 �64�

and the excess kurtosis

�2 = b4g�c4�
2 	�

2

4

+ 1�	�2

3

�ln kL�−2 �65�

at large kL. Because the decay is only logarithmic, �1 and �2
never become small for values of kL relevant in the experi-
ments, as seen in Fig. 10. The same holds for the higher
moments. Therefore, the random wave model leads to non-
Gaussian matrix element distributions.

Higher cumulants for the distribution of double-diagonal
interaction matrix elements v�� and for off-diagonal matrix
elements v���	 may be obtained similarly. Only the
�-dependent combinatorial prefactors in Eqs. �60� and �63�
are modified and the nth cumulants again scale as �n / �kL�n.
Of course, the skewness �1 and all odd moments vanish
identically for v���	, since the distribution in this case is
manifestly symmetric around zero.
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140100705030

γ i

kL

FIG. 10. The skewness �1 �Eq. �55�
, indicated by a solid curve,
and excess kurtosis �2 �Eq. �56�
, indicated by a dashed curve, for
the distribution of diagonal interaction matrix elements v�� in a
disk are computed within the normalized real random wave model.
Analytic predictions �64� and �65� valid at large kL are indicated by
dotted lines.

INTERACTION MATRIX ELEMENT FLUCTUATIONS IN… PHYSICAL REVIEW B 78, 085305 �2008�

085305-11



Finally, we find that the distribution of one-body matrix
elements v� approaches more rapidly a Gaussian form, with
skewness and excess kurtosis decaying to zero as a power
law instead of a logarithm in kL. For example, to leading
order in 1 /kL,

	v�
3 =

1

V3�
V
�

V

drdr�dr��V�r�J0�k�r − r���V�r��

�J0�k�r� − r���V�r��J0�k�r� − r��
 �
�3

�kL�2 , �66�

and comparing with Eq. �53�, we find

�1� � �kL�−1/2, �67�

where �1� is defined as in Eq. �55� with v� replacing v��. At
the experimentally relevant values of kL, the deviation from
Gaussian behavior for one-body matrix elements is neverthe-
less significant, though it is less pronounced than for two-
body matrix elements. Even at kL=70, we have �1���2�
�0.6.

VII. SUMMARY AND CONCLUSION

We have studied fluctuations of two-body interaction ma-
trix elements and surface-charge one-body matrix elements
in ballistic quantum dots as functions of the semiclassical
parameter kL. Understanding the quantitative behavior of
these fluctuations is important for a proper analysis of peak
spacing statistics and scrambling effects in the Coulomb
blockade regime.

The variance and higher cumulants of two-body and one-
body matrix elements can be derived from spatial correla-
tions of the single-particle Hartree-Fock wave functions. For
a chaotic dot, we have estimated these correlations to leading
order in kL using Berry’s random wave model. The variances
of two-body matrix elements are found to scale as
ln kL / �kL�2, with universal prefactors that depend only on
the symmetry class of the system. Geometry-dependent ef-
fects on the variance enter at the order of 1 / �kL�2, where the
random wave intensity correlator must be corrected to satisfy
individual wave-function normalization in a finite volume.
To understand such corrections we have studied a normalized
random wave model. Variance ratios such as 	v��

2 /	v��
2 con-

verge only with a logarithmic rate in the kL→� limit. As a
result, the asymptotic values of such ratios are not yet
reached in the regime of experimental interest. The interac-
tion matrix element covariance is important in calculations
of spectral scrambling. This quantity, which must be negative
on average due to a sum rule, is computed as a function of
energy separation using the intensity correlator between two
orthonormal random wave functions.

The variance of one-body matrix elements v� �of, e.g., the
surface-charge potential� is affected by normalization even at
leading order, resulting in O�1 /kL� scaling in a random wave
model, with a shape-dependent prefactor that may be com-
puted using the normalized intensity correlator. For typical
experimental values of kL, we find the distributions of two-
body and one-body matrix elements to be non-Gaussian.
Thus, higher cumulants of these matrix elements may play a

role in the peak spacing statistics, especially in the case of
two-body matrix elements, where we have seen that the ap-
proach to a Gaussian distribution is logarithmically slow.

The absence of bimodality in the measured peak spacing
distribution at low temperatures cannot be explained by the
exchange interaction alone and must originate in the nonuni-
versal part of the electron-electron interaction. Sufficiently
large fluctuations of such interaction matrix elements are re-
quired to wash out the bimodality of the peak spacing distri-
bution. The fluctuation width estimates derived here in the
framework of the random wave model are too small. It is
therefore necessary to study interaction matrix element fluc-
tuations in real chaotic systems and in system with mixed
dynamics, where dynamical effects may lead to enhanced
fluctuations.37 Such studies are important for the quantitative
understanding of spectral scrambling and the measured peak
spacing distribution.
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APPENDIX

Equation �24� may be derived from Eq. �23� as follows:24

The variance of v�� is defined by

	v��
2 = �2V2�

V
�

V

drdr�����r��2����r��2����r���2����r���2

− �2V2�
V

dr����r��2����r��2

� �
V

dr�����r���2����r���2. �A1�

The ensemble average of the eightfold wave-function prod-
uct may be expanded as a sum of products of n-point cumu-
lants with n�8. Including all nonvanishing two-point and
four-point cumulants, it is found that

	v��
2 = �2V2�

V
�

V

drdr�������r��2����r���2

� ����r��2����r���2 −
1

V4�
+ �����r��2����r���2 ����r��2����r���2 −

1

V4�
+ 2	 2

�

2

���
��r����r����

��r�����r�

� ��
��r�����r���

��r����r�� − ��
��r����r��

� ��
��r�����r� ��

��r�����r� ��
��r����r��
� . �A2�
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The first term in Eq. �A2� dominates for kL�1 and is repro-
duced in Eq. �24�. The remaining terms in Eq. �A2� involve
correlations between distinct wave functions �� and �� and
are subleading in the 1 /kL expansion �e.g., the second term

involves the two-eigenstate intensity correlator C̃2�r ,r�� de-
fined in Eq. �25�
.

Equation �33� for the covariance is derived similarly; here

the leading term involves one factor of C̃2 �see Ref. 24�:

	v��	v�� = �
V
�

V

drdr������r��2����r���2

− ����r��2 ����r���2


� �����r��2����r���2 − ����r��2 ����r���2


= �
V
�

V

drdr�C̃�r,r��C̃2�r,r�� . �A3�
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